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Project	
  PCAS	
  at	
  a	
  glance	
  
•  2013-­‐16	
  
•  Funded	
  by	
  the	
  European	
  Commission,	
  FP7	
  
•  ConsorIum:	
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Schedule	
  

1.  Secured	
  Personal	
  Device	
  

2.  ShuNle:	
  cloud	
  intrusion	
  recovery	
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1.	
  SECURED	
  PERSONAL	
  DEVICE	
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MoIvaIon:	
  smartphones	
  

•  Smartphones	
  are	
  convenient	
  to	
  store	
  personal	
  data	
  
&	
  authenIcaIon	
  

•  but	
  security	
  is	
  weak	
  and	
  storage	
  capacity	
  is	
  limited	
  

5	
  

Secured	
  Personal	
  Device	
  (SPD)	
  

•  The	
  Secured	
  Personal	
  Device	
  is	
  the	
  main	
  outcome	
  of	
  
PCAS	
  
–  a	
  smartphone	
  add-­‐on	
  (or	
  “sleeve”)	
  
–  recognizes	
  the	
  user	
  using	
  biometric	
  sensors	
  
–  high	
  storage	
  capacity	
  
–  physically	
  isolated	
  from	
  smartphone	
  (except	
  USB	
  conn.)	
  

•  Use:	
  
–  allows	
  users	
  to	
  authenIcate	
  themselves	
  
–  allows	
  users	
  to	
  securely	
  store	
  data	
  	
  

6	
  



24/06/15	
  

4	
  

7	
  

SPD	
  sketches	
  

Role	
  of	
  the	
  smartphone	
  

•  SPD	
  has	
  to	
  communicate	
  with	
  trusted	
  (cloud)	
  
services	
  

•  Smartphone	
  provides	
  the	
  SPD:	
  
–  communicaIons	
  (e.g.	
  Internet	
  connecIon)	
  
–  a	
  user	
  interface	
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Access	
  control	
  with	
  SPD/biometrics	
  
usual	
  scheme	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  with	
  SPD/biometrics	
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cards or passwords rely only on what the user knows and what the user has. In these cases (as shown in 
Fig. 4, left) the user has to provide to the access control device some sort of identification (either 
password or RFID data). Biometric measures are based on what the user is, and thus provide a higher 
level of secured authorization. However, biometric identification is not common in applications designed 
for the general public, as the management of biometric data is problematic (central enrolment and 
distribution) and suffers from public distrust due to privacy and database security issues. 

In  PCAS,  the  user’s   identification   information  will  be  kept   in   internal,  secured  and  unreachable  storage  
within the SPD, thereby avoiding the need for managing biometric data by each organization's access 
control system. When the user connects his identification device (SPD) to the reader, the encrypted 
authentication protocol, utilizing close range wireless communication (RFID / Bluetooth), will be 
activated (illustrated by stage 1 in Fig. 4). The user will be asked for biometric identity authentication 
(stage 2.), and will send confirmation to the access controller – to grant access based on a local 
authorization list (stage3.). For a quick response a simplified protocol may be used, which does not 
require STG involvement in each transaction, but only in registering allowed SPDs at the access control. 

PCAS will validate and demonstrate this architecture in a university campus to control the access to 
specific services requiring authentication of the identity in order to validate the technology and the 
architecture. Three scenarios are planned: 

x Classroom services, where students will use the SPD in the classroom to access and storing 
personal information, check their personal qualifications, book a tutoring session or solve tests 
directly from their devices. 

x Library services: The authentication provided by the device will let students borrow books at the 
campus library through NFC, substituting their personal cards. 

x Payment services: Students will pay for their photocopies using their mobile device in a payment 
service that requires authentication. 

 
Fig. 4: Access Control – simplified data flow (left - classical, right - using PCAS) 
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Scenarios	
  

•  Electronic	
  health	
  
–  SPD	
  used	
  for	
  storing	
  lifelong	
  health	
  informaIon	
  (exams...)	
  
–  SPD	
  as	
  access	
  point	
  to	
  Electronic	
  Health	
  Record	
  (EHR)	
  	
  
–  Supports	
  normal	
  use	
  (visit	
  to	
  doctor,	
  surgery)	
  and	
  
emergency	
  

•  University	
  campus	
  	
  
–  SPD	
  used	
  for	
  (physical)	
  access	
  control	
  and	
  
–  authenIcaIon	
  into	
  campus	
  services	
  (canteen,	
  library,	
  web	
  
site,...)	
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2.	
  SHUTTLE:	
  CLOUD	
  INTRUSION	
  
RECOVERY	
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ShuNle’s	
  objecIve	
  

•  Recover	
  PaaS	
  applicaIons’	
  state	
  integrity	
  when	
  there	
  
are	
  intrusions	
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Backups?	
  

•  Works	
  but	
  removes	
  both	
  bad	
  and	
  good	
  operaIons	
  
•  ShuNle:	
  removes	
  bad	
  (tainted)	
  operaIons	
  but	
  keeps	
  
good	
  operaIons	
  	
  

	
  

t	
  

Backup	
  

User	
  operaTon	
  
Malicious	
  
operaTon	
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Plaborm	
  as	
  a	
  Service	
  (PaaS)	
  

•  Cloud	
  service	
  =	
  to	
  run	
  applicaIons	
  
•  Consumer	
  develops	
  applicaIon	
  to	
  run	
  in	
  that	
  
environment,	
  using	
  
–  Supported	
  languages,	
  e.g.,	
  Java,	
  Python,	
  Go,	
  PHP	
  
–  Supported	
  components,	
  e.g.,	
  SQL/noSQL	
  databases,	
  load	
  
balancers	
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ShuNle	
  intrusion	
  recovery	
  service	
  

•  Features:	
  
–  Supported	
  by	
  the	
  cloud:	
  available	
  without	
  setup	
  
–  Removes	
  the	
  intrusion	
  effects	
  in	
  the	
  applicaIons’	
  state	
  
–  Supports	
  applicaIons	
  deployed	
  in	
  various	
  instances	
  
–  Avoids	
  applicaIon	
  downIme	
  
–  Cost	
  effecIve	
  
–  Recovers	
  fast	
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ShuNle	
  architecture	
  

Proxy Manager

Load 
Balancer

Application 
Server

Application 
Server

Database
Instance

Database 
Instance

Shuttle 
Storage

Replay 
Instance

Scalling

User requests

User Requests

Replay Requests

Control Messages

Legend:

Interceptor

DB Proxy DB Proxy

Interceptor

normal	
  execuIon:	
  log,	
  
take	
  snapshots	
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Replay	
  Process	
  

1.  IdenIfy	
  the	
  malicious	
  operaIons	
  (not	
  part	
  of	
  ShuNle)	
  

2.  Start	
  new	
  applicaIon	
  and	
  database	
  instances	
  
3.  Load	
  a	
  snapshot	
  previous	
  to	
  intrusion	
  instant	
  

Create	
  a	
  new	
  branch;	
  keeps	
  the	
  applicaIon	
  running	
  in	
  previous	
  branch	
  

4.  Replay	
  requests	
  in	
  new	
  branch	
  
5.  Block	
  incoming	
  requests;	
  replay	
  last	
  requests	
  

6.  Change	
  to	
  new	
  branch;	
  shutdown	
  unnecessary	
  
instances	
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Replay	
  Modes	
  
•  Full-­‐Replay:	
  Replay	
  every	
  operaIon	
  aler	
  snapshot	
  
•  SelecTve-­‐Replay:	
  Replay	
  only	
  affected	
  (tainted)	
  operaIons	
  

•  Serial:	
  Replay	
  all	
  dependency	
  graph	
  sequenIally	
  
•  Clustered:	
  Independent	
  clusters	
  can	
  be	
  replayed	
  concurrently	
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Full-­‐Replay	
   SelecIve-­‐Replay	
  
1	
  Cluster	
  (Serial)	
   ✔	
   ✔	
  
Clustered	
   ✔	
   ✗	
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EvaluaIon	
  Environment	
  

•  Amazon	
  EC2,	
  c3.xlarge	
  instances,	
  Gb	
  Ethernet	
  

•  WildFly	
  (formely	
  JBoss)	
  applicaIon	
  servers	
  
•  Voldemort	
  database	
  	
  

•  Ask	
  Q&A	
  applicaIon;	
  data	
  from	
  Stack	
  Exchange	
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Performance	
  overhead	
  evaluaIon	
  

•  in	
  normal	
  execuIon	
  

Workload A Workload B
Shuttle 6325 ops/sec [5.78 ms] 15346 ops/sec [3.62 ms]
No Shuttle 7148 ops/sec [5.07 ms] 17821 ops/sec [3.01 ms]
overhead 13% [14%] 16% [20%]

Table II
OVERHEAD IN THROUGHPUT (OPS/SEC) AND RESPONSE LATENCY (MS).

full replay. The attack effects are removed because Shuttle loads
a database snapshot instead of undoing every operation. As the
malicious actions were not logged, they are not replayed and
Shuttle recovers the application consistency.

The number of requests to replay is defined by the snapshot
instant: on full replay Shuttle replays all requests performed
after the intrusion instant, while on selective replay Shuttle
replays the requests necessary to read the values of the entries
before the intrusion and the tainted requests. While selective
replay seems to have a big advantage comparing with full
replay, which performs, in these scenarios, at least 38 620
requests, some applications have more dependencies thus the
number of tainted requests is bigger. For instance, if the
order between questions with the same tag is considered as
a dependency, the number of dependencies rises from 92 939
to 109 118 and the number of independent clusters decreases
from 6992 to 56.

C. Performance
We evaluate Shuttle’s performance considering the through-

put of the application, the size of the logs and the recovery time.
We also estimate the cost of deployment of Shuttle on a public
cloud provider, Amazon Web Services (AWS). We run 6 AWS
c3.xlarge instances (14 ECUs, 4 vCPUs, 2.8 GHz, Intel Xeon
E5-2680v2, 7.5 GB of memory, 2 x 40 GB storage capacity)
connected by gigabit ethernet (780Mbps measured with iperf,
0.176ms round-trip time measured with ping). We use one
client, one instance with Shuttle proxy and a load balancer
(HAProxy), three WildFly (formerly JBoss) application servers
and one Voldemort database. We consider a large data sample
from the data of Stack Exchange with 50 000 requests (1432
questions, 3399 answers, 8335 comments, 36834 votes, 950
000 question views). We do not consider a particular scenario
or replay scheme (full/selective), but define instead the number
of requests recovered per experiment.

Performance overhead. We evaluate the overhead of Shuttle
by measuring the throughput of the Ask application with and
without Shuttle (Table II). We considered two workloads: (A)
50% reads, 50% writes; (B) 95% reads, 5% writes. Write
operations insert questions, answers, comments and votes of the
data sample, while the read operations access the latest inserted
questions. Table II shows that Shuttle imposes an overhead
of 13-20%, which seems reasonable considering its benefits.
We believe the main cause of overhead is the current proxy
implementation, which is not very efficient. The current version
written in Java performs considerably better than a previous
version in Python, but we expect to improve it further by
rewriting it in C.

In order to measure Shuttle’s overhead on the database ac-
cesses, we used the Yahoo! Cloud Serving Benchmark (YCSB)
framework [25]. We considered two workloads: (A) 50% reads,
50% updates; (B) 95% reads, 5% updates. Operations access
1KB records following a Zipfian distribution (Figure 6). Results

show Shuttle has small impact on the latency of database
accesses.

0

500

1000

1500

2000

5 10 15 20 25 30 35 40

U
pd

at
e

la
te

nc
y

(u
s)

Throughput (thousand ops/sec)

Shuttle
No Shuttle

(a) Workload A - update

0

500

1000

1500

2000

5 10 15 20 25 30 35 40

R
ea

d
la

te
nc

y
(u

s)

Throughput (thousand ops/sec)

Shuttle
No Shuttle

(b) Workload B - read

Figure 6. Performance overhead on database.

Recovery. We measured the recovery time using Shuttle to
replay the sample of 1 million requests. While serial replay (1
cluster) takes approximately 30 minutes (1717s), recovery with
clusters takes only 9 minutes (544s) (Figure 7a).

We measured the recovery period with different numbers of
instances on clustered mode (Figure 7b). The figure shows that
Shuttle is scalable, in the sense that adding more servers allow
reducing the time of recovery (3 servers allowed recovery in
half the time of 1, ⇠750s versus ⇠400s).
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Figure 7. Recovery time and scalability.

We measured the duration of the restrain period considering
two clients with a constant throughput of 400 requests/sec.
The serial replay mode is not capable of fully exploring the
application servers so it takes almost one hour to recover
(2953s total, 1100s in restrain mode) (Fig. 8a). The clustered
mode takes 10 minutes (635s), from which the restrain period
represents 46 seconds. (Fig. 8b).
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Figure 8. Restrain period in serial and clustered recovery (Restrain indicates
the beggining of the period that ends at the end of the graphic).

Space overhead. We measured the memory and storage
overhead of 1 million requests, from which 95% were requests
for reading questions. Table III presents the size of each
component in memory. Requests and keys are stored in the
external database while the dependency graph and the accesses
are kept in the manager and database instances. No snapshot
has been taken and the data is not compressed. In the current
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Recovery	
  Ime	
  

•  for	
  1	
  million	
  requests	
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CONCLUSION	
  

22	
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Conclusion	
  

•  Intrusions	
  may	
  happen	
  in	
  mobile	
  devices	
  
–  SPD,	
  a	
  novel	
  device	
  for	
  authenIcaIon	
  and	
  data	
  protecIon	
  
–  Data	
  physically	
  isolated,	
  protected	
  with	
  biometrics	
  

•  Intrusions	
  may	
  happen	
  in	
  the	
  cloud	
  
–  ShuNle,	
  a	
  recovery	
  service	
  for	
  PaaS	
  offerings	
  
–  Leverages	
  the	
  resource	
  elasIcity	
  and	
  pay-­‐per-­‐use	
  model	
  to	
  
reduce	
  the	
  recovery	
  Ime	
  and	
  costs	
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THANK	
  YOU	
  
HTTPS://WWW.PCAS-­‐PROJECT.EU	
  
HTTPS://GITHUB.COM/DNASCIMENTO/SHUTTLE	
  


